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#### Abstract

Forest managers need tools to predict the behavior of forests not only for the main stand parameters, such as basal area and volume, but also for ecosystem services such as timber volume and carbon sequestration. Useful tools to predict these parameters are growth and yield model systems with several possible options for modeling, such as the whole stand-level model, with or without diameter distribution generation, individual tree-level model, and compatibility models. However, those tools are scarce or developed mainly for forest plantations that are mostly located in the northern hemisphere. Thus, this study focuses on analyzing predictions of several growth and yield models built for native mixed Nothofagus forests from southern Chile, using the simulator Nothopack. A dataset of 19 permanent plots with three measurements were used for comparing the different models. Individual tree-level simulation presented the best goodness-of-fit statistics for stand parameters and ecosystem services. For example, the basal area gave an $\mathrm{R}^{2}$ emp of 0.97 and 0.87 at 6 and 12 years of projection. However, the stand-level simulations with a generation of diameter distribution and both compatibility models showed satisfactory performance, both in accuracy and bias control. The simulator Nothopack, which has the capability of obtaining detailed outputs, is a useful tool to support management plans for these forest ecosystems.
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## 1. Introduction

Growth and yield (G\&Y) models help to represent the dynamics of natural and artificial forest stands and they include growth, mortality, and other modules to describe changes in stand structure [1]. Forest G\&Y models can be classified into stand-level (low resolution) or individual-level (high resolution) models [2]. Stand-level models are those in which the modeling units are aggregated parameters such as basal area, stocking, and site productivity [3]. In contrast, individual-level models keep track and describe each tree in the stand. Both levels have advantages and disadvantages: stand-level models present well-behaved predictions in the long-term for stand parameters; however, they are inadequate to predict tree variables (such as diameter distributions or individual competition). In contrast, individual-level models are better at predicting the variables of trees and hence key information concerning timber assortments, while often lacking precision when summarizing to stand-level parameters [4].

To exploit the advantages of both model types and to improve predictions, mathematical methods have been developed to link stand- and individual-level models into a compatible system [5-8]. For instance, predicted individual tree basal areas can be adjusted so that their sum equals a predicted stand-level total basal area [4]; thus, making these predictions
compatible. Likewise, the predicted individual mortality probabilities from an individual-level simulation can be adjusted to match the predicted total number of trees from a stand-level model [9]. As these adjustments keep individual tree information, they are expected to be more accurate, particularly for volume and diameter distribution predictions.

The G\&Y models for natural stands are complex given the presence of a combination of several species and cohorts that often have different growth and mortality dynamics, in addition to the added complexity of modelling competition at all levels. For this reason, these natural stands often need to be modelled at individual or cohort level in order to consider all these dynamics. However, data are often limited and there are few G\&Y models that have been developed that consider individual or cohort level data [10]. Mixed natural forest G\&Y models could greatly benefit from compatibility methods and improved predictability.

A temperate natural forest that requires a G\&Y model is the Nothofagus forest in southern Chile, known as RORACO, for the dominance of the emergent trees of Raulí (N. alpina (Poepp. \& Endl.) Oerst.), Roble (N. obliqua (Mirb.) Oerst.), and Coigüe (N. dombeyi (Mirb.) Oerst.). The simulator Nothopack was built for those forests, specifically for second-growth stands, incorporating a stand-level basal area growth model [11], a tree individual-level diameter growth model [12], and two compatibility approaches. This is the first simulator system for the complete distribution area of this native second-growth forest that covers more than 1.4 million hectares ( $10.8 \%$ of total native forest of Chile; [13]).

Our society favors the sustainable use of natural resources such as native forests, but not only as a source of market-products but also as a generator of ecosystem services [14]. Therefore, analytical tools, such as G\&Y models, must be capable of incorporating products (e.g., saw-log) together with other ecosystem services (e.g., carbon sequestration) in their evaluations. Typically, this information is scarce or available with considerable errors, and this is even more pronounced for native forests in most developing countries. In particular, for RORACO forests, there are very few publications with information related to the carbon sequestration of above-ground tree dry matter biomass [15].

The main objective of this study is to evaluate different G\&Y strategies for RORACO forests in southern Chile. The specific objectives are (1) to validate predictions of standlevel, individual-level, and two compatibility simulations against independent data (not used for model fitting); and (2) to generate predictions of two ecosystem services, including fiber provision and carbon sequestration, as a regulation service for these forests.

## 2. Materials and Methods

### 2.1. Data Description

Data for this study originated from 19 permanent plots (PP) established in secondgrowth RORACO forests in southern Chile, dominated mainly by N. obliqua and located between the $38^{\circ} 30^{\prime}$ and $42^{\circ} 40^{\prime}$ S latitude (Figure 1). The research project D97I1065 from the Universidad Austral de Chile established the PP network in 2000, with areas of 250 or $500 \mathrm{~m}^{2}\left(<4800\right.$ trees ha $\left.{ }^{-1}\right)$ depending on the stand density. These plots have the following two remeasurements: all plots in 2006, and a subset of six plots in 2012.

Trees above 5 cm in diameter at breast height (DBH) and taller than 2 m were measured for DBH (cm). Total height (H, m) was sampled sequentially for a subset of 15 trees per plot. Nothofagus species were identified (SP, with N. alpina (1); N. obliqua (2); and N. dombeyi (3)), and the rest were recorded as other species (4). Sociological status (SS), according to vertical stratification was also obtained (dominant (1); codominant (2); intermediate (3); and suppressed (4)). Increment cores, at breast height, were extracted from the same subset of trees for total height to determine breast height age (years) at the first measurement.

Several stand-level variables were calculated or estimated using tree-level information. Total basal area (BA, $\mathrm{m}^{2}$ ha $^{-1}$ ), total number of trees (NHA, trees ha ${ }^{-1}$ ), quadratic diameter (QD, cm), basal area of Nothofagus species (BAN, $\mathrm{m}^{2} \mathrm{ha}^{-1}$ ), the number of Nothofagus trees (NHAN, trees ha ${ }^{-1}$ ), and the proportion of basal area and number of Nothofagus trees (PBAN, PNHAN) were all calculated for each plot-measurement. In addition, dom-
inant age at breast height (AGE, years) and dominant height (HD, m) were obtained with the average of the thickest 100 trees per hectare. Site index (SI) was estimated using dominant height-site models previously reported by Moreno et al. [16]. All plots were assigned a growth zone (ZONE 1, 2, 3, and 4), according to Moreno et al. [16] (see Figure 1). Stand Density Index (SDI, trees ha ${ }^{-1}$ ) was calculated using the following expression: $\mathrm{SDI}=\mathrm{NHA} \times(25.4 / \mathrm{QD})^{\beta}$ [17], where $\beta=-1.4112$ (as reported by Gezan et al. [18]) (Table 1).


Figure 1. Geographical location of permanent plots in second-growth RORACO forests in southern Chile established in 2000, with a first remeasurement in $2006(n=19)$ and a second in $2012(n=6)$. Growth zones defined for RORACO forests also are shown.

Table 1. Stand parameters in the permanent plots in second-growth RORACO forests in southern Chile established in 2000 and remeasured in 2006 and 2012.

|  | 2000 $(\boldsymbol{n}=\mathbf{1 9 )}$ |  | 2006 $(\boldsymbol{n}=\mathbf{1 9 )}$ |  | $\mathbf{2 0 1 2}(\boldsymbol{n}=\mathbf{6})$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Variable | Mean (sd) | Range | Mean (sd) | Range | Mean (sd) | Range |
| AGE | $40.8(8.7)$ | $20.7-52.3$ | $47.4(8.8)$ | $26.7-59.3$ | $51.4(10.2)$ | $32.7-61.4$ |
| HD | $27.4(6.0)$ | $17.6-41.9$ | $29.4(5.4)$ | $21.3-39.5$ | $33.3(5.7)$ | $24.6-41.4$ |
| SI | $15.3(3.6)$ | $8.7-23.8$ | $14.7(3.5)$ | $8.2-21.7$ | $17.3(3.0)$ | $14.7-23.0$ |
| BA | $43.4(11.0)$ | $23.5-71.5$ | $46.7(11.1)$ | $27.8-74.8$ | $49.0(9.6)$ | $33.2-62.7$ |
| NHA | $1900.0(1103.0)$ | $580.0-4160.0$ | $1692.0(899.0)$ | $460.0-3560.0$ | $1563.0(789.0)$ | $860.0-3080.0$ |
| QD | $19.1(6.0)$ | $8.5-32.4$ | $20.6(6.0)$ | $10.0-34.5$ | $21.3(5.2)$ | $11.7-26.4$ |
| BAN | $36.6(10.3)$ | $15.6-57.8$ | $39.0(9.9)$ | $22.2-60.2$ | $44.1(10.3)$ | $31.7-61.6$ |
| NHAN | $1256.0(793.0)$ | $400.0-3400.0$ | $1,046.0(648.0)$ | $380.0-3080.0$ | $1118.0(858.0)$ | $460.0-2760.0$ |
| PNHAN | $0.7(0.2)$ | $0.2-1.0$ | $0.7(0.2)$ | $0.2-1.0$ | $0.7(0.2)$ | $0.4-0.9$ |
| PBAN | $0.9(0.2)$ | $0.4-1.0$ | $0.8(0.2)$ | $0.5-1.0$ | $0.9(0.1)$ | $0.7-1.0$ |
| SDI | $1039.0(251.0)$ | $642.0-1674.0$ | $1,066.0(248.0)$ | $599.0-1660.0$ | $1079.0(129.0)$ | $908.0-1284.0$ |

Note. AGE: dominant age (years), HD: dominant height ( m ), SI: site index ( m ), BA: total basal area ( $\mathrm{m}^{2} \mathrm{ha}^{-1}$ ), NHA: total number of trees (trees ha ${ }^{-1}$ ), QD: mean quadratic diameter ( cm ), BAN: basal area of Nothofagus $\left(\mathrm{m}^{2} \mathrm{ha}^{-1}\right)$, NHAN: number of Nothofagus trees (trees ha ${ }^{-1}$ ), PNHAN: proportion number of Nothofagus trees ( $0-1$ ), PBAN: proportion of BA of Nothofagus ( $0-1$ ), SDI: stand density index (trees ha ${ }^{-1}$ ).

### 2.2. Simulations

Growth simulations were developed to compare the behavior and uncertainties in stand-parameters and the provision of ecosystem services, such as timber volume and carbon sequestration. For this study, the available simulator Nothopack [19], built for RORACO second growth forest, was used. The simulation types considered were stand-level without generation of a diameter distribution (S1), stand-level incorporating a generated diameter distribution (S2), individual-level (T), yield compatibility (YC), and growth compatibility (GC). These two compatibility simulations integrated results from S1 and T (further details of these methods are presented below). For all simulations, growth estimates and predictors were updated annually until projection age. Further details of the models associated with these simulations are presented below. The independent dataset used to assess these simulations corresponded to the remeasurements of the 19 plots from the PP network. The first projected period corresponded to six years between 2000 and 2006 and from 2006 to 2012. A second projected period for analyzing corresponded to 12 years from 2000 to 2012.

### 2.2.1. Stand-Level without Diameter Distribution Simulation

The Nothopack's stand-level simulation has a growth module and a mortality module. The first performs the estimation of the basal area annual growth (BA), specifically, the sum of basal areas of N. alpina, N. obliqua, and N. dombeyi (BAN), and the basal areas of other companion species (BAC). The second module incorporates a modification from Reineke's self-thinning models to estimate future stand density. Further details are presented in Palmas et al. [11].

The stand-level basal area growth models use predictors AGE, SI, NHA, PNHAN, and PBAN [11] in the following expressions:

$$
\begin{gather*}
\ln (\mathrm{BAN})=\hat{\beta}_{0}+\hat{\beta}_{1} \ln (\mathrm{AGE})+\hat{\beta}_{2} \ln (\mathrm{SI})+\hat{\beta}_{3} \ln (\mathrm{NHA})+\hat{\beta}_{4} \ln (\mathrm{PBAN})  \tag{1}\\
\ln (\mathrm{BAC})=\hat{\beta}_{0}+\hat{\beta}_{1} \ln (\mathrm{AGE})+\hat{\beta}_{2} \ln (\mathrm{PNHAN})+\hat{\beta}_{3} \ln (\mathrm{PBAN}) \tag{2}
\end{gather*}
$$

where $\ln$ is the natural logarithm and parameter values are shown in the Appendix $A$.
The compatible projection models to predict futures values $\left(\mathrm{BAN}_{1}\right.$ and $\left.\mathrm{BAC}_{1}\right)$ based on current conditions $\left(\mathrm{BAN}_{0}\right.$ and $\left.\mathrm{BAC}_{0}\right)$ are as follows:

$$
\begin{equation*}
\mathrm{BAN}_{1}=\mathrm{BAN}_{0}\left(\frac{\mathrm{AGE}_{1}}{\mathrm{AGE}_{0}}\right)^{\hat{\beta}_{1}}\left(\frac{\mathrm{NHA}_{1}}{\mathrm{NHA}_{0}}\right)^{\hat{\beta}_{3}}\left(\frac{\mathrm{PBAN}_{1}}{\mathrm{PBAN}_{0}}\right)^{\hat{\beta}_{4}} \tag{3}
\end{equation*}
$$

$$
\begin{equation*}
\mathrm{BAC}_{1}=\mathrm{BAC}_{0}\left(\frac{\mathrm{AGE}_{1}}{\mathrm{AGE}_{0}}\right)^{\hat{\beta}_{1}}\left(\frac{\mathrm{PNHAN}_{1}}{\mathrm{PNHAN}_{0}}\right)^{\hat{\beta}_{2}}\left(\frac{\mathrm{PBAN}_{1}}{\mathrm{PBAN}_{0}}\right)^{\hat{\beta}_{3}} \tag{4}
\end{equation*}
$$

where the $\hat{\beta}$ coefficients are the same parameter estimates from Equations (1) and (2).
PBAN was kept constant over the projection time $\left(\right.$ PBAN $_{1}=$ PBAN $\left._{0}\right)$, and PNHAN 1 was modified over time, incorporating the difference between year 0 and 1 , using the following equation for each year:

$$
\begin{equation*}
\operatorname{logit}(\mathrm{PNHAN})=\ln \left(\frac{\mathrm{PNHAN}}{1-\mathrm{PNHAN}}\right)=\hat{\beta}_{0}+\hat{\beta}_{1} \mathrm{PBAN}+\hat{\beta}_{2} \mathrm{AGE} \tag{5}
\end{equation*}
$$

where the $\hat{\beta}$ coefficients also are shown in the Appendix $A$ and other terms were explained previously.

The stand-level mortality model is an annual projection of NHA based on the expression from Reineke [20] and defined by the following two parameters: $\hat{\alpha}$ and $\hat{k}$. The original model was presented by Palmas et al. [11] and parameter estimates are shown in the Appendix A, and its expression is as follows:

$$
\begin{equation*}
\mathrm{NHA}_{1}=\hat{k} * \exp \left(\ln \left(\mathrm{NHA}_{0}\right)\left(1-\hat{\alpha} \Delta \mathrm{t} \frac{\mathrm{QD}_{0}}{\mathrm{QD}_{0 \max }}\right)\right) \tag{6}
\end{equation*}
$$

where $\mathrm{NHA}_{0}$ is the current number of trees per hectare, $\Delta \mathrm{t}$ is the number of years between growth periods, $\mathrm{QD}_{0}$ is the current quadratic diameter, and $\mathrm{QD}_{0 \text { max }}$ is the current maximum quadratic diameter defined by the following:

$$
\begin{equation*}
\mathrm{QD}_{0 \max }=\exp \left(\frac{\ln \left(\mathrm{NHA}_{0}-\hat{\alpha}\right)}{\hat{\beta}}\right) \tag{7}
\end{equation*}
$$

where $\hat{\alpha}$ varies depending on if the stand is dominated by N. alpina $\left(\hat{\alpha}_{1}\right), N$. obliqua $\left(\hat{\alpha}_{2}\right), N$. dombeyi $\left(\hat{\alpha}_{3}\right)$, or a mix of them $\left(\hat{\alpha}_{4}\right)$, and $\hat{\beta}$ is a constant for all stands [18].

Total stand volume (VHA, $\mathrm{m}^{3} \mathrm{ha}^{-1}$ ) was estimated using the following general volume equation proposed by Gezan and Ortega [21] with BA, HD, PNHAN, and PBAN as predictors:

$$
\begin{equation*}
\mathrm{VHA}=\hat{\beta}_{0}\left[\mathrm{BA}^{\hat{\beta}_{1}} \mathrm{HD}^{\hat{\beta}_{2}} \mathrm{PNHAN}^{\hat{\beta}_{3}} P B A N^{\hat{\beta}_{4}}\right] \tag{8}
\end{equation*}
$$

The parameter estimates are presented in the Appendix A.

### 2.2.2. Stand-Level with Diameter Distribution Simulation

This simulation used the same models for basal area growth, and mortality as in Section 2.2.1, but with the generation of the following three-parameter Weibull-based diametric distribution model:

$$
\begin{equation*}
f(x)=\frac{C}{B}\left[\left(\frac{x-A}{B}\right)^{C-1}\right] \exp \left[\left(\frac{x-A}{B}\right)^{C}\right] \tag{9}
\end{equation*}
$$

where $f(x)$ is the probability evaluated at $\mathrm{x}, \mathrm{A}$ is the position parameter (set at 5 cm ), and $B$ and $C$ are scale and shape parameters, respectively. These were obtained using the parameter recovery method as described by Gezan and Ortega [21], and they differ among species according to the following equations.
N. alpina (1):

$$
\begin{gather*}
\mathrm{B}=\hat{\beta}_{0}+\hat{\beta}_{1} \mathrm{QD}_{1}+\hat{\beta}_{2} \mathrm{PNHAN}+\frac{\hat{\beta}_{3}}{\mathrm{BA}}  \tag{10}\\
\mathrm{C}=\hat{\beta}_{0}+\hat{\beta}_{1} \mathrm{~B}+\hat{\beta}_{2} \mathrm{QD}_{1} \tag{11}
\end{gather*}
$$

N. obliqua (2):

$$
\begin{equation*}
\mathrm{B}=\hat{\beta}_{0}+\hat{\beta}_{1} \mathrm{QD}_{2}+\hat{\beta}_{2} \mathrm{PNHAN}+\hat{\beta}_{3} \ln (\mathrm{RS}) \tag{12}
\end{equation*}
$$

$$
\begin{equation*}
\mathrm{C}=\hat{\beta}_{0}+\hat{\beta}_{1} \mathrm{~B}+\hat{\beta}_{2} \mathrm{QD}_{2}+\frac{\hat{\beta}_{3}}{\mathrm{QD}} \tag{13}
\end{equation*}
$$

N. dombeyi (3):

$$
\begin{gather*}
\mathrm{B}=\hat{\beta}_{0}+\hat{\beta}_{1} \mathrm{QD}_{3}  \tag{14}\\
\mathrm{C}=\hat{\beta}_{0}+\hat{\beta}_{1} \mathrm{~B}+\hat{\beta}_{2} \mathrm{QD}_{3}+\frac{\hat{\beta}_{3}}{\mathrm{QD}} \tag{15}
\end{gather*}
$$

Companion species (4):

$$
\begin{gather*}
\mathrm{B}=\hat{\beta}_{0}+\hat{\beta}_{1} \mathrm{QD}_{4}+\hat{\beta}_{2} \mathrm{NHAN}  \tag{16}\\
\mathrm{C}=\hat{\beta}_{0}+\hat{\beta}_{1} \mathrm{~B}+\hat{\beta}_{2} \mathrm{QD}_{4} \tag{17}
\end{gather*}
$$

where sub-index for stand parameters correspond to values associated with the specific species, relative spacing was calculated using the expression $\mathrm{RS}=[(10,000 / \mathrm{NHA}) 0.5] / \mathrm{HD} * 100$, and parameter estimates are shown in the Appendix A.

The above models allow the estimation of BA and NHA for each diameter class and species. Volume was later calculated per diameter class using available parametric height model (H, m) (Equation (18)) and a taper equation (Equation (19)) reported by Gezan et al. [22]. The values of BA, NHA, and volume for DBH classes were aggregated to stand-level.

The general height parametric model is shown as follows with different parameter estimates based on ZONE and dominant species ( $\geq 70 \%$ in BA):
$\mathrm{H}=\hat{\beta}_{0}+\hat{\beta}_{1} \mathrm{HD}+\hat{\beta}_{2} \mathrm{QD}^{0.95}+\hat{\beta}_{3} \exp (\alpha \mathrm{DBH})+\hat{\beta}_{4} \mathrm{HD}^{3} \exp (\alpha \mathrm{DBH})+\hat{\beta}_{5} \mathrm{QD}^{3} \exp (\alpha \mathrm{DBH})$
where the constant $\alpha=-0.08$ and the rest of the parameters are shown in the Appendix A.
The following taper model was used to obtain total tree volume and per product volume, which has different parameter estimates by species:

$$
\begin{gather*}
\ln \left(\mathrm{d}_{j}\right)=\hat{\beta}_{0}+\hat{\beta}_{1} \ln (\mathrm{DBH})+\hat{\beta}_{2} D B H+\hat{\beta}_{3} \ln (\mathrm{x})\left(z^{2}\right)+\hat{\beta}_{4} \ln (\mathrm{x}) \ln (z)+\hat{\beta}_{5} \ln (\mathrm{x})\left(z^{0.5}\right) \\
+\hat{\beta}_{6} \ln (\mathrm{x}) \exp (\mathrm{z})+\hat{\beta}_{7} \ln (\mathrm{x})\left(\frac{\mathrm{DBH}}{\mathrm{H}}\right) \tag{19}
\end{gather*}
$$

where $z=\mathrm{h}_{j} / \mathrm{H}, \mathrm{x}=\left(1-z^{0.5}\right) /\left(1-0.2^{0.5}\right), \mathrm{d}_{j}$ is the section diameter without bark $(\mathrm{cm}), \mathrm{h}_{j}$ is the section height ( m ), and the other terms were described previously. Parameter estimates also are shown in the Appendix A.

### 2.2.3. Tree-Level Simulation

The individual tree simulation for Nothopack has an annual growth tree DBH module, and it uses the same stand-level mortality module as in previous simulations. Volume was calculated by each tree using the taper Equation (19) and then aggregated to stand-level. Here, in each year of the time projection, the DBH was updated by adding the following estimated annual diameter increment (AIDBH, $\mathrm{mm}^{\text {year }}{ }^{-1}$ ) based on the model [12]:

$$
\begin{equation*}
\ln (\mathrm{AIDBH})=\hat{\beta}_{0}+\hat{\beta}_{1} \ln (\mathrm{BALn}+10)+\hat{\beta}_{2} \mathrm{SDI}+\hat{\beta}_{3} \ln (\mathrm{DBH})+\hat{\beta}_{4} \ln (\mathrm{AGE})+\hat{\beta}_{5} \mathrm{SS} \tag{20}
\end{equation*}
$$

where BALn is the basal area of larger trees for Nothofagus $\left(\mathrm{m}^{2} \mathrm{ha}^{-1}\right)$ and other terms were described before. All coefficient values can be found in the Appendix A.

### 2.2.4. Compatibility Simulations

Two compatibility methods were considered to calibrate the projections of the individuallevel models, referred to as proportional yield compatibility (YC) and proportional growth compatibility (GC; also known as disaggregation) [4,23]. Both first calibrate individual mortality probabilities based on the stand-level mortality projection ( $\mathrm{NHA}_{1}$, from Equation (6)), and then calibrate each tree's DBH to equate the summation of their basal area to
the stand-level BA simulation ( $\mathrm{BA}_{1}$, from Equation (3)). The expressions for the YC method are as follows:

$$
\begin{gather*}
\widetilde{F T}_{1 i}=\widehat{F T}_{1 i}\left(\frac{\widehat{\mathrm{NHA}}_{1}}{\sum_{i=1}^{n} \widehat{F T}_{1 i}}\right)  \tag{21}\\
\widetilde{D B H}_{1 i}^{2}=\widehat{D B H}_{1 i}^{2}\left(\frac{\widehat{\mathrm{BA}}_{1} / \mathrm{K}}{\sum_{i=1}^{n}{\widehat{F T_{1 i}}}_{1 i} \widehat{D B H}_{1 i}^{2}}\right) \tag{22}
\end{gather*}
$$

where $\widetilde{F T}_{1 i}$ and $\widehat{F T}_{1 i}$ are the calibrated and predicted expansion factors (the number of trees that each sample tree represents) for $i$ th tree at time 1 , respectively; $\widehat{\mathrm{NHA}}_{1}$ is the trees per hectare at time $1 ; \widetilde{D B H}_{1 i}^{2}$ and $\widehat{D B H}_{1 i}^{2}$ are the calibrated and predicted squared diameters for the $i$ th tree at time 1 , respectively. $\widehat{\mathrm{BA}}_{1}$ is the predicted basal area at time 1 from Equation (3); and $\mathrm{K}=\pi / 40,000$, is a constant.

The expressions for the GC method are as follows:

$$
\begin{gather*}
\widetilde{F T}_{1 i}=\widehat{F T}_{1 i}^{m} \text {, subject to } \sum_{i=1}^{n} \widetilde{F T}_{1 i}=\widehat{\mathrm{NHA}}_{1}  \tag{23}\\
\widetilde{D B H}_{1 i}^{2}=D B H_{0 i}^{2}+\left(\frac{\widehat{B A}_{1} / K-\sum_{i=1}^{n} \widehat{F T}_{1 i} D B H_{0 i}^{2}}{\sum_{i=1}^{n} \widehat{F T}_{1 i}\left(\widehat{D B H}_{1 i}^{2}-D B H_{0 i}^{2}\right)}\right)\left(\widehat{D B H}_{1 i}^{2}-D B H_{0 i}^{2}\right) \tag{24}
\end{gather*}
$$

where $D B H_{0 i}^{2}$ is the squared diameter of the $i$ th tree at time 0 and all other terms were previously defined. Note that Equation (23) requires a search algorithm to estimate a power value $m$ that makes the sum of the predicted expansion factors equal to $\widehat{\mathrm{NHA}}_{1}$.

### 2.3. Evaluation of Ecosystem Services

The following two ecosystem services were considered based on the growth and yield simulations: provisioning and regulating services. The first is associated with the provision of fiber wood, specifically saw-log (SL), pulpwood (PW), and residual lumber (RES). The second is associated with carbon sequestration, which, in this study, aimed at total tree living biomass. Using taper models, it was possible to estimate different stem products for S 2 and T simulations; however, for S 1 simulation, this was not possible.

At present, the typical market log products in Chile are [24] (1) SL with a length of 3.7 m and a minimum $\log$ diameter of 24 cm , (2) PW with a length of 2.44 m and a minimum diameter of 10 cm , and (3) the remaining individual stem volume corresponding to RES. In the case of carbon sequestration, the carbon stock calculation ( C , tonne C ), above-ground tree dry matter biomass (AGB, tonne d.m.) was estimated based using specific models for each species previously reported by Milla et al. [25], which are as follows:

$$
\begin{gather*}
\mathrm{AGB}_{\text {N.alpina }}=\frac{\hat{\beta}_{0}+\hat{\beta}_{1} \mathrm{DBH}^{\hat{\beta}_{2}} \mathrm{H}^{\hat{\beta}_{3}}}{1000}  \tag{25}\\
\mathrm{AGB}_{\text {N.obliqua }}=\frac{\hat{\beta}_{0}+\hat{\beta}_{1} \mathrm{DBH}^{\hat{\beta}_{2}} \mathrm{H}^{\hat{\beta}_{3}}}{1000}  \tag{26}\\
\mathrm{AGB}_{\text {N.dombeyi }}=\frac{\exp \left(\hat{\beta}_{0}+\hat{\beta}_{1} \ln (\mathrm{DBH})+\hat{\beta}_{2} \ln \left(\mathrm{DBH}^{2} \mathrm{H}\right)\right.}{1000}  \tag{27}\\
\mathrm{AGB}_{\text {Companion }}=\frac{\hat{\beta}_{0} \mathrm{DBH}^{\hat{\beta}_{1}}}{1000} \tag{28}
\end{gather*}
$$

where model terms were already described, and parameter estimates can be found in the

A root-shoot ratio ( R , tonne d.m.) of 0.24 was considered the same for all species using tier 1 for temperate broadleaf forests [26]. Carbon fraction (CF, tonne d.m. ${ }^{-1}$ ) was specific to species with values of $0.4445,0.4248,0.4370$, and 0.4282 for $N$. alpina, N. obliqua, N . dombeyi, and companion species, respectively [27]. The formula considered to calculate carbon stock was as follows:

$$
\begin{equation*}
\mathrm{C}=\sum_{i=1}^{4}\left[A G B_{i}(1+R)\right] \times C F_{i} \tag{29}
\end{equation*}
$$

where $i=1,2,3$, and 4 corresponding to $N$. alpina, $N$. obliqua, $N$. dombeyi, and companion species, respectively. Finally, carbon sequestration over the simulation period was calculated by subtracting the carbon stock at the initial time of simulation from the carbon stock at the end of the projection.

The following goodness-of-fit measures were used to evaluate all the following simulations: empirical coefficient of correlation ( $\mathrm{R}^{2}$ emp), relative root mean square error ( $\mathrm{RMSE} \%$ ), relative bias (BIAS\%), and Theil's inequality coefficient (U2), calculated from the following expressions [28,29]:

$$
\begin{gather*}
\mathrm{R}_{\text {emp }}=1-\sum_{i=1}^{n}\left(y_{i}-\hat{y}_{i}\right)^{2} / \sum_{i=1}^{n}\left(y_{i}-\bar{y}\right)^{2}  \tag{30}\\
\mathrm{RMSE} \%=100 \sqrt{\frac{\sum_{i=1}^{n}\left(y_{i}-\hat{y}_{i}\right)^{2}}{n-1}} / \bar{y}  \tag{31}\\
\text { Bias } \%=100 \frac{\sum_{i=1}^{n}\left(y_{i}-\hat{y}_{i}\right)}{n} / \bar{y}  \tag{32}\\
\mathrm{U} 2=\sqrt{\frac{\sum_{i=1}^{n}\left(y_{i}-\hat{y}_{i}\right)^{2}}{\sum_{i=1}^{n} y_{i}{ }^{2}}} \tag{33}
\end{gather*}
$$

where $y_{i}$ and $\hat{y}_{i}$ are the $i$ th observed and projected value, respectively; $\bar{y}$ is the mean response of the observed value, and $n$ is the number of observations. For graphical outputs comparing scenarios, relative residuals were used, which were defined as the difference between observed and predicted values divided by the mean observed value and represented as a percentage.

All database manipulations and statistical analyses were performed using R v. 3.6.2 software [30]. The R package Nothopack v. 1.0.0 used for all simulations was developed by Gezan et al. [19] and can be accessed at https:/ / github.com/sgezan/Nothopack on 10 September 2020.

## 3. Results

### 3.1. Number of Trees Goodness-of-Fit

The simulation models studied were stand-level without diameter distribution (S1), stand-level incorporating a generation of a diameter distribution (S2), tree-level (T), yield compatibility (YC), and growth compatibility (GC). These were assessed based on different goodness-of-fit measures for their predictions of stand parameters such as the BA, QD, and VHA (Table 2 and Figure 2). As expected, all the simulations presented similar results for the NHA, given that all the simulations used the same mortality model. The relative residuals for the NHA show similar errors for the simulation models at 6 and 12 years of projection (Figure 2A). The $\mathrm{R}^{2}{ }_{\mathrm{emp}}$ at six years presented a value of 0.97 , and with 12 years, it suffered a minimal drop to 0.95 . The RMSE \% was 8.47 and $11.76 \%$ at 6 and 12 years of projection, respectively; but the simulation model, T , was slightly worse with 8.61 and $12.27 \%$, respectively. The BIAS\% was low for both projection years, observing a higher bias for simulation T but still with values close to zero. The Theil's inequality coefficient (U2) shows values close to zero, indicating a high performance in predictions of the simulation models where they have similar behavior (Table 2).

Table 2. Goodness-of-fit statistics for each simulation (S1, S2, T, YC, and GC, see text for definitions) for number of trees (NHA, trees $\mathrm{ha}^{-1}$ ), basal area (BA, $\mathrm{m}^{2} h \mathrm{ha}^{-1}$ ), stand volume (VHA, $\mathrm{m}^{3} \mathrm{ha}^{-1}$ ), saw-log volume (VOLP_SL, $\mathrm{m}^{3} \mathrm{ha}^{-1}$ ), pulpwood volume (VOLP_PW, $\mathrm{m}^{3} \mathrm{ha}^{-1}$ ), residual volume (VOLP_RES, $\mathrm{m}^{3} \mathrm{ha}^{-1}$ ), and carbon stock ( C , tonnes $\mathrm{C} \mathrm{ha}^{-1}$ ). Statistics are presented at 6 and 12 years of projection in second-growth RORACO forests in southern Chile.

|  |  | Projection $\mathbf{6}$ Years |  |  |  | Projection 12 Years |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Statistic | Parameter | S1 | S2 | T | YC | GC | S1 | S2 | T | YC | GC |
| $\mathrm{R}^{2}$ emp | NHA | 0.97 | 0.97 | 0.97 | 0.97 | 0.97 | 0.95 | 0.95 | 0.94 | 0.95 | 0.95 |
|  | BA | 0.93 | 0.93 | 0.97 | 0.93 | 0.93 | 0.70 | 0.70 | 0.87 | 0.70 | 0.70 |
|  | VHA | 0.28 | 0.85 | 0.94 | 0.90 | 0.90 | -0.06 | 0.78 | 0.83 | 0.75 | 0.74 |
|  | VOLP_SL |  | 0.80 | 0.98 | 0.94 | 0.93 |  | 0.92 | 0.99 | 0.77 | 0.74 |
|  | VOLP_PW |  | 0.43 | 0.92 | 0.93 | 0.92 |  | 0.68 | 0.79 | 0.83 | 0.82 |
|  | VOLP_RES |  | 0.88 | 0.95 | 0.95 | 0.95 |  | 0.90 | 0.89 | 0.85 | 0.87 |
|  | C |  | 0.74 | 0.97 | 0.96 | 0.96 |  | 0.80 | 0.89 | 0.86 | 0.86 |
| RMSE\% | NHA | 8.47 | 8.47 | 8.61 | 8.47 | 8.46 | 11.76 | 11.76 | 12.27 | 11.77 | 11.75 |
|  | BA | 5.91 | 5.91 | 3.92 | 5.93 | 5.93 | 10.80 | 10.80 | 7.09 | 10.76 | 10.76 |
|  | VHA | 23.97 | 11.03 | 6.85 | 9.02 | 9.08 | 28.98 | 13.31 | 11.56 | 13.93 | 14.23 |
|  | VOLP_SL |  | 35.33 | 11.77 | 19.41 | 20.14 |  | 19.63 | 7.24 | 32.95 | 34.53 |
|  | VOLP_PW |  | 22.07 | 8.49 | 7.76 | 8.09 |  | 21.78 | 17.77 | 15.65 | 16.31 |
|  | VOLP_RES |  | 18.70 | 11.81 | 12.54 | 12.16 |  | 18.65 | 19.66 | 22.68 | 21.81 |
|  | C |  | 16.71 | 5.60 | 7.00 | 6.95 |  | 16.92 | 12.35 | 13.89 | 13.99 |
| BIAS\% | NHA | -1.10 | -1.10 | -1.27 | -1.11 | -1.10 | 2.94 | 2.94 | 2.00 | 2.92 | 2.94 |
|  | BA | -3.05 | -3.05 | 1.82 | -3.01 | -3.01 | -7.86 | -7.86 | 4.29 | -7.76 | -7.76 |
|  | VHA | -19.18 | 6.43 | 0.11 | -4.34 | -4.41 | -23.69 | 1.51 | 5.05 | -5.81 | -6.04 |
|  | VOLP_SL |  | 29.50 | 0.55 | -10.27 | -11.00 |  | 11.96 | 2.61 | -22.37 | -23.60 |
|  | VOLP_PW |  | -5.93 | 0.67 | -0.48 | -0.14 |  | -6.74 | 7.65 | 6.26 | 6.67 |
|  | VOLP_RES |  | -9.86 | -3.88 | -3.35 | -3.24 |  | -0.43 | 2.05 | 1.90 | 2.65 |
|  | C |  | 12.98 | 2.40 | -2.76 | -2.81 |  | 4.40 | 5.42 | -6.69 | -6.82 |
|  | NHA | 0.07 | 0.07 | 0.08 | 0.07 | 0.07 | 0.10 | 0.10 | 0.10 | 0.10 | 0.10 |
|  | BA | 0.06 | 0.06 | 0.04 | 0.06 | 0.06 | 0.10 | 0.10 | 0.06 | 0.10 | 0.10 |
|  | VHA | 0.23 | 0.10 | 0.06 | 0.09 | 0.09 | 0.26 | 0.12 | 0.10 | 0.12 | 0.13 |
|  | VOLP_SL |  | 0.27 | 0.09 | 0.15 | 0.16 |  | 0.15 | 0.06 | 0.26 | 0.27 |
|  | VOLP_PW |  | 0.21 | 0.08 | 0.07 | 0.08 |  | 0.19 | 0.15 | 0.13 | 0.14 |
|  | OOLP_RES |  | 0.16 | 0.10 | 0.11 | 0.11 |  | 0.15 | 0.16 | 0.18 | 0.18 |
|  | C |  | 0.16 | 0.05 | 0.07 | 0.06 |  | 0.15 | 0.11 | 0.12 | 0.12 |

### 3.2. Basal Area Goodness-of-Fit

In contrast to what is expected from the theory, where stand models should have better accuracies for BA than individual-tree models for long periods, the present T simulation resulted in better goodness-of-fit statistics. The $\mathrm{R}^{2}{ }_{\mathrm{emp}}$ values of 0.97 and 0.87 were found at 6 and 12 years of projection for the $T$ simulation model, while other simulations gave lower values of 0.93 and 0.70 for the same periods. The RMSE \% reached errors less than $6 \%$ at six years of projection and errors close to $11 \%$ at 12 years, showing high performance in the prediction of growth in the basal area. The BIAS\% was low, with values close to 3\% at six years of projection and $8 \%$ at 12 years. For the BA, the T simulation had a smaller bias and different behavior, presenting an under-estimation bias, while the other simulations presented over-prediction biases (Table 2). The relative residuals exhibited similar errors for all the simulations, where the T simulation resulted in lower bias and an opposite behavior to the other simulations (Figure 2B).

The QD is obtained using the NHA and BA; thus, the analysis is similar to these precedent stand parameters. However, it is possible to observe a small error at six years of projection in all the simulations, which increased at 12 years. Almost no bias was found at six years, changing to some over-estimation at 12 years, where, in all cases, the T simulation was less biased (Figure 2D).


Figure 2. Stand parameters for each simulation (S1, S2, T, YC, and GC, see text for definitions). (A): number of trees (NHA, trees ha ${ }^{-1}$ ), (B): basal area (BA, $\mathrm{m}^{2} \mathrm{ha}^{-1}$ ), (C): stand volume (VHA, $\mathrm{m}^{3} \mathrm{ha}^{-1}$ ), and (D): quadratic diameter (QD, cm). Statistics are presented as box plots of relative residuals at 6 and 12 years of projection in second-growth RORACO forests in southern Chile.

### 3.3. Volume Goodness-of-Fit

The observed volume growth reached in the PP was $8.81 \mathrm{~m}^{3} \mathrm{ha}^{-1}$ year ${ }^{-1}$ with a $95 \%$ CI of [5.78, 11.83] at six years and $11.21 \mathrm{~m}^{3} \mathrm{ha}^{-1}$ year $^{-1}$ with a $95 \% \mathrm{CI}$ of $[7.25,15.17]$ at 12 years. The VHA presented greater differences between the simulation models. As expected, S 1 showed deficient performance, indicating that a general volume equation (Equation (8)) is not accurate enough to predict the behavior of this parameter in the validation sample available (Table 2, Figure 2C). In contrast to BA, volume is probably the best parameter for the tree-level simulation model where following each tree's development leads to better stand volume estimations. This is reflected in the T simulation that showed lower errors and bias for both time projections, 6 and 12 years, reaching $R^{2}{ }_{\text {emp }}$ of 0.94 and $0.83, \mathrm{RMSE} \%$ of 6.85 and $11.56 \%$, and BIAS\% of 0.11 and $5.05 \%$, respectively.

Despite the added uncertainty in the generation of a diameter distribution and in the calculation of volume through these estimated diameter classes, S 2 showed good predictions for both projection periods. At six years, S2 performed worse than the compatibility simulations, YC and GC; however, at 12 years of projection, S2 was more stable than the

YC and GC simulations, and even presented lower bias than the $T$ simulation model with values of 1.51 and $5.05 \%$ for 6 and 12 years, respectively. The compatibility simulations presented over-estimation bias against S2 and T that showed an under-estimation of VHA predictions (Table 2). Nevertheless, once observing the relative residuals, these simulations presented an error close to $0 \%$ at 12 years of projection, but the T simulations still presented the lowest prediction errors (Figure 2C). These differences in VHA become more critical when the tree volume is subdivided into different stem products.

### 3.4. Products Volume Goodness-of-Fit

The following three objective products were defined to evaluate ecosystem services: saw-log (SL), pulpwood (PW), and residual lumber (RES). The simulation models' performances were contrastingly different depending on the type of product and the projection time. SL, a product associated with higher income, was better predicted for by the T simulation with an excellent $\mathrm{R}^{2}{ }_{\text {emp }}$ of 0.98 and 0.99 at 6 and 12 years, respectively. The RMSE\% was $11.77 \%$ at six years of projection, decreasing with 12 years to $7.24 \%$. At the same time, the T simulation presented almost no bias at six years, marginally increasing to $2.61 \%$ at year 12. The U2 statistics were all close to zero, indicating a good prediction for saw-log volume (Table 2).

On the contrary, the S2 simulation model had deficient performance for predicting SL; here, both the RMSE\% and BIAS\% were more deficient at six years (35.33 and 29.50\%, respectively) than at 12 years of projection (19.63 and $11.96 \%$, respectively). The compatibility simulation models presented better predictions than S 2 at six years, but their behaviors were worst at 12 years of projection, indicating a high-volume over-estimation. The Weibull distribution diameter model used in building the model for the S2 simulations had difficulties estimating the proportion of large trees, and therefore, under-estimates the log-volume for larger trees (those subject to a minimum diameter of 24 cm ) (Figure 3A).

In the case of volume for the pulpwood product (PW), better simulation results were found for the compatibility models, where the GC was slightly poorer than the YC. However, the performance of the T simulation was similar to both compatibility models, having good statistics for $\mathrm{R}^{2}{ }_{\mathrm{emp}}$ ( $>0.92$ at six and $>0.79$ at 12 years), $\mathrm{RMSE} \%$ ( $<8.5 \%$ at six and $<17.8 \%$ at 12 years), BIAS\% ( $<1 \%$ at six and $<8 \%$ at 12 years), and U2 ( $<0.08$ at six and $<0.15$ at 12 years). As occurred previously with SL, neither of the S 2 simulations presented reasonable PW estimations. For example, its $\mathrm{R}^{2}{ }_{\text {emp }}$ value at six years was only 0.43 ; however, as with SL, the predictions improved at 12 years of projection with an $R^{2}$ emp of 0.68 (Figure 3B, Table 2).

The volume for the residual lumber (RES) presented a more consistent behavior, where the T simulation showed a slightly overall better performance. For this product, all the simulations showed a decreasing BIAS\% but an increased RMSE\% at 12 years of projection (Table 2). The relative residuals showed similar trends as the goodness-of-fit statistics but with lower bias for the compatibility models at six years (Figure 3C).

### 3.5. Carbon Stocks Goodness-of-Fit

In general, the predictions of carbon stocks presented good performance, where the $T$ simulations showed better results with an $\mathrm{R}^{2}{ }_{\mathrm{emp}}$ of 0.97 at six years and 0.89 at 12 years of projection. However, the compatibility simulations, YC and GC, showed similar statistics ( 0.96 and 0.86 ), for the same periods, respectively. Given that all the above-ground biomass equations (Equations (25)-(28)) used are strongly associated with the DBH and H, the S2 simulation had some difficulties to predict $C$, but still had reasonable accuracy with $R^{2}$ emp values of 0.74 and 0.80 at 6 and 12 years, respectively (Table 2).

The statistic RSME\% presented lower values at six years for the T, YC, and GC simulation models, but these doubled at 12 years of projection. In contrast, the errors of the S 2 simulation stayed at $\sim 17 \%$ for both periods, but these were still higher than other simulations. S2 and T presented an under-estimation for C, while the YC and GC presented an overestimation in both periods of projection (Figure 3D). However, the estimations were
almost unbiased with values lower than 3 and $7 \%$ for both years of prediction, except for the prediction of C at six years using simulation S2 (13\%).


Figure 3. Ecosystem services for simulation S2, T, YC, and GC, see text for definitions. (A): saw-log volume (VOLP_SL, $\mathrm{m}^{3} \mathrm{ha}^{-1}$ ), (B): pulpwood volume (VOLP_PW, $\mathrm{m}^{3} \mathrm{ha}^{-1}$ ), (C): residual volume (VOLP_RES, $\mathrm{m}^{3} \mathrm{ha}^{-1}$ ), and (D): carbon stock (C, tonnes $C h^{-1}$ ). Statistics are presented as box plots of relative residuals at 6 and 12 years of projection in second-growth RORACO forests in southern Chile.

The carbon sequestration observed for the growth period of six years was 19.82 tonnes C ha ${ }^{-1}$ with a $95 \% \mathrm{CI}$ of $[14.98,24.67]$. In the case of 12 years of projection, the observed growth was 44.11 tonnes $\mathrm{C} \mathrm{ha}^{-1}$ with a $95 \%$ CI of $[20.19,68.02]$. The CI interval for carbon sequestration over 12 years is an indication of the high variability found in the remeasured plots; thus, simulations have to be able to deal with these diverse natural conditions. The T simulation presented the best performance at six years, increasing its under-estimation as sequestration values got larger. This is probably due to issues with under-estimation arising from the mortality model, or otherwise, due to the absence of an ingrowth component in the simulations (Figure 4A). The compatibility models showed an over-estimation at smaller carbon sequestration levels ( $<25$ tonnes $\mathrm{Cha}^{-1}$ ) and showed better behavior with larger levels. The S2 simulation presented an under-estimation for the majority of the plots.

Both simulations at 6 and 12 years of projection had similar behavior, but with more errors in the estimation at 12 years, as expected (Figure 4B).


Figure 4. Carbon sequestration at six (A) and 12 (B) years of projection in second-growth RORACO forests in southern Chile for each simulation model. Solid black lines represented the one-to-one line between observed and predicted values. Solid color lines are the fitted regression for each of the simulations S2, T, YC, and GC (see text for definitions).

## 4. Discussion

The model evaluations performed in this study, based on the data used for validation, suggest that stand level models, S1 and S2, present limitations for prediction, especially with volume (VHA). The use of the same mortality model for all the simulations allowed the isolation of its effects in the evaluation of the different simulation approaches. However, some problems associated with the prediction of other stand variables, such as the BA, VHA, QD, volume of products, and C stocks, could originate in the limited NHA predictions. Two important observations of this study are that these simulation models were fitted for Nothofagus species mainly, and they do not have an ingrowth module (hence, ingrowth is assumed to be zero). The model evaluations performed found problems in the NHA prediction once separated by species (N. alpina, N. obliqua, N. dombeyi, and companion species) (Figure 5). The companion species had a poor performance compared to the Nothofagus species, accumulating errors and bias over the prediction periods. In addition, it was detected in the inventory data that in 2012, a few trees belonging to the companion species were observed; however, this recruitment was not considered in any of the simulated models (Figure 2A). Nonetheless, given these limitations, the NHA presented, in general, an excellent performance with small errors and an almost null bias given that RORACO forests, by definition, are mainly composed of Nothofagus species.

In most G\&Y models, it is expected that the basal area (BA), over long periods, will be better predicted by stand-level models $[4,6,31]$ than by tree-level models; however, in the present study, S1 and S2 did not show good accuracy. On the contrary, the treelevel simulation presented better BA estimations, not only with lower errors but also with less bias. This improvement is likely due to the incorporation of individual treecompetition predictors, such as BAL or RS, that deal better with the future response of RORACO forests [16]. This performance in the T simulation also suggests that the individual DBH growth for RORACO stands is highly correlated with its current size (DBH and H), competition status, and site characteristics. Similar conclusions have been reported in other mixed-species forest G\&Y models [32,33]. Additionally, it is possible that the accuracy of stand-level BA growth models is affected by the higher tree density (NHA) of companion species, adding not only more uncertainty in their BA growth but, as mentioned before, affecting mortality patterns [11].

Given : specie


Given : simulation

Figure 5. RMSE\% (black, RMSEp) and BIAS\% (red, BIASp) for number of trees (NHA, trees ha ${ }^{-1}$ ) at 6 and 12 years of projection in second-growth RORACO forests in southern Chile. Statistics are presented by species (NA, N. alpina; NO, N. obliqua; ND, N. dombeyi; OT, companion species) and by simulation model (S1, S2, T, YC, and GC, see text for definitions).

In contrast to the T simulations, the poor BA estimation of the stand-level simulation models affected the compatibility simulation models as well, given that these are fixed to the stand-level BA estimation. It is expected that the compatibility models will result in improvements in the BA estimation at the tree-level, as they will match the BA estimated using stand-level models. However, in the present study, the T simulation had a better performance than the compatibility models, YC and GC. This result contrasts with improvements in individual volume predictions when using the proportional growth compatibility method, as reported for Douglas-Fir stands [34]. Nonetheless, the YC and GC methods showed similar performance in predictions for stand parameters, with the GC slightly poorer than the YC. Other contrasting results have been reported for birch [6] and loblolly pine plantations [23], where the predicted goodness-of-fit statistics for the BA were better using the GC than the YC method.

The high resolution of the T simulation (tree-level), as expected, led to a better prediction of stand volume (VHA). On the contrary, the whole-stand simulation, S1, presented a low capacity to accurately predict the VHA. Similar behavior has been reported in other species $[7,35]$. However, the inclusion of a generated diameter distribution, as conducted in the S2 simulation, increased the ability to accurately predict the volume per hectare, a result that agrees with other studies [7].

The volume disaggregation required to increase the accuracy in the economic evaluation of ecosystem services, including saw-log timber and pulpwood, together with carbon sequestration estimations, showed different behavior depending on the simulation model, time of projection, and specific output analyzed. The T simulation was more successful in the prediction of the saw-log timber volume (SL), a positive result associated with its higher resolution and capacity to model thicker stem diameters properly. For saw-log volume, the stability in the DBH growth model translated into relatively constant errors with a low bias at 12 years. All the other simulation models presented poorer estimations with high increases in the RMSE\%. However, for the small diameters associated with pulpwood volume (PW), the compatibility models, YC and GC, presented a slightly better performance than the T simulation. The product estimation errors for S 2 simulation are higher than for other simulations, but also, for those products with small diameters, such as PW and RES. Here, the prediction tends to have decreased errors as the projection period increased. Qin and Cao (2006) found the same behavior, where the stand-level simulations showed a tendency to produce more accurate estimates for long-term growth.

The ability to predict carbon stocks was directly associated with the prediction of VHA; thus, the T simulation had better accuracy for both projection periods. The compatibility simulations also had excellent predictions with a bias lower than $7 \%$ at 12 years of projection, indicating a good performance from these models. S2, despite presenting poorer goodness-of-fit statistics, is still capable of predicting $C$ with a reasonable $R^{2}{ }_{e m p}$ value of 0.80 at 12 years of projection. However, S 2 showed an underestimation at six years of projection, even simulating a bigger emission than the sequestration of $C$ (Figure 4A). This underestimation was induced by the low capacity in volume prediction, a high rate of mortality modeled, and the lack of ingrowth simulation.

The observed annual carbon sequestrations in this study were, on average, between 3.3 and 3.7 tonnes $\mathrm{C} \mathrm{ha}^{-1}$ year $^{-1}$. Similar values were reported by Parada et al. [15] with 2.5 tonnes ha $^{-1}$ year $^{-1}$ for the carbon sequestration of above-ground tree dry matter biomass in a forest with the presence of the emergent $N$. dombeyi in Parque Nacional Puyehue, Chile. The values found in the present study indicate that the second-growth RORACO forest type, specifically the stands dominated by N. obliqua, are sequestering substantial amounts of carbon. However, due to the high variability found in the estimation of this variable, it is recommended, for studies focused on estimation of carbon sequestration for these forests, to use inventories with increased statistical power to reduce uncertainties.

As with any G\&Y simulations, the compatibility adjustments, as well as the unadjusted predictions, suffer from an accumulation of errors and reduction in the goodness-of-fit statistics on their predictions as the simulation period increases. The compatibility methods are not only limited in their accuracy by the length of the simulation, but they are also strongly influenced by the accuracy of the stand-level simulations. Nevertheless, all the simulations evaluated had U2 values close to zero, indicating a better performance than the null hypothesis; that is, these models outperform the mean value estimation.

The sample of permanent plots used to validate the simulation models presented here incorporate the variability and different stand conditions of RORACO forests; however, these data are primarily dominated by N. obliqua, limiting inference to this forest type. Thus, there is a need for additional permanent plot data to validate further conditions and improve these models, particularly on the other two dominant species, N. alpina and N. dombeyi.

The G\&Y system, packed in the R library Nothopack, to our knowledge represents the first effort to incorporate stand-level, individual-level, and compatibility models for the total distribution area of RORACO forests in Chile. The lack of time series or remeasured permanent plots limits this model, in aspects such as the incorporation of an ingrowth module or the inclusion of specific models for companion species. However, this is a dynamic process and further long-term data and evaluations should improve these aspects in the future, leading to an improved G\&T system. In any case, this simulator is, without a
doubt, a baseline for further improvements using and developing new models built with more robust information.

The implications of the results from Nothopack are useful for the sustainable management of second-growth RORACO forests in southern Chile, particularly given the importance and need of having some estimation of its value and a general idea of its management (thinning) that also includes some stimulus from the government. The principal users of Nothopack are small owners of these Nothofagus forests, forester consultants, and government agencies, as they require this type of tool to monitor the management of these resources, both for fiber products and ecosystems services.

## 5. Conclusions

The fitted individual-tree simulations show reasonably accurate predictions and a low bias for basal area, volume, specific products volume, and carbon stocks. The whole standlevel with the generation of a diameter distribution and both compatibility simulations displayed reasonable estimates, even with projections of 12 years. The present evaluations with independent remeasured plots confirm that the simulator Nothopack is a useful tool to support management plans for these forest ecosystems, where growth estimates might be limited to stands under 90 years old, or to merely update forest inventories over a short period (e.g., less than 10 years). Finally, this study provides the first evaluation and implementation of compatibility methods to link stand- and individual-level models in second-growth stands for RORACO forests in southern Chile.

Author Contributions: Simulator conceptualization, S.A.G.; methodology, P.M.-M., S.P. and S.A.G.; software, S.P., P.M.-M. and S.A.G.; validation models, P.M.-M.; data curation, S.P., P.M.-M. and S.A.G.; writing-original draft preparation, P.M.-M. and S.P.; writing-review and editing, P.M.-M., S.P., and S.A.G.; supervision, S.A.G. All authors have read and agreed to the published version of the manuscript.
Funding: This research was funded by FONDEF (Chile), grant number D9711065, and P.M.-M. and S.P. were funded by a scholarship from the School of Forest Resources and Conservation, IFAS, University of Florida, FL, USA.

Acknowledgments: The authors acknowledge Alicia Ortega and Guillermo Trincado from Universidad Austral de Chile for providing the Nothofagus permanent plot datasets. P.M.-M. thanks the financial support of Programa Regional ANID R17A10002 and R20F0002. The authors greatly acknowledge the team of technicians and students that helped on the establishment and measurement of the majority of the plots used in this study.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript; or in the decision to publish the results.

## Appendix A

Table A1. Parameter estimates of models used in the simulations.

| Model | Est. 1 | Est. 2 | Est. 3 | Est. 4 | Est. 5 | Est. 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BAN (Equation (1)) | $-6.16977\left(\hat{\beta}_{0}\right)$ | $1.21163\left(\hat{\beta}_{1}\right)$ | $0.65197\left(\hat{\beta}_{2}\right)$ | $0.51841\left(\hat{\beta}_{3}\right)$ | $1.24957\left(\hat{\beta}_{4}\right)$ | - |
| BAC (Equation (2)) | $1.99503\left(\hat{\beta}_{0}\right)$ | $0.09436\left(\hat{\beta}_{1}\right)$ | $-0.21578\left(\hat{\beta}_{2}\right)$ | $-1.87264\left(\hat{\beta}_{3}\right)$ | - | - |
| PNHAN (Equation (5)) | $-7.13684\left(\hat{\beta}_{0}\right)$ | $10.29084\left(\hat{\beta}_{1}\right)$ | $-0.01404\left(\hat{\beta}_{2}\right)$ | - | - | - |
| $\mathrm{NHA}_{1}$ (Equation (6)) | 0.003595746 ( $\hat{\alpha}$ ) | $1.014(\hat{k})$ | - | - | - | - |
| $\mathrm{QD}_{0 \text { max }}$ (Equation (7)) | 11.6167( $\hat{\alpha}_{1}$ ) | $11.3770\left(\hat{\alpha}_{2}\right)$ | 11.7630( $\hat{\alpha}_{3}$ ) | 11.6167( $\hat{\alpha}_{4}$ ) | $-1.4112(\hat{\beta})$ | - |
| VHA (Equation (8)) | $-0.934\left(\hat{\beta}_{0}\right)$ | $0.91\left(\hat{\beta}_{1}\right)$ | $1.0949\left(\hat{\beta}_{2}\right)$ | $-0.27\left(\hat{\beta}_{3}\right)$ | $0.2241\left(\hat{\beta}_{4}\right)$ | - |
| B (Equation (10)) | $-4.85344986\left(\hat{\beta}_{0}\right)$ | $1.03816837\left(\hat{\beta}_{1}\right)$ | $-0.01755607\left(\hat{\beta}_{2}\right)$ | $11.88124162\left(\hat{\beta}_{3}\right)$ | - | - |
| C (Equation (11)) | $3.41813315\left(\hat{\beta}_{0}\right)$ | $0.46054858\left(\hat{\beta}_{1}\right)$ | $-0.42701842\left(\hat{\beta}_{2}\right)$ | - | - | - |
| B (Equation (12)) | $-8.83509885\left(\hat{\beta}_{0}\right)$ | $1.06360951\left(\hat{\beta}_{1}\right)$ | $0.99954695\left(\hat{\beta}_{2}\right)$ | - | - | - |
| C (Equation (13)) | $3.57525492\left(\hat{\beta}_{0}\right)$ | $0.39042726\left(\hat{\beta}_{1}\right)$ | $-0.36299573\left(\hat{\beta}_{2}\right)$ | $-4.83178811\left(\hat{\beta}_{3}\right)$ | - | - |
| B (Equation (14)) | $-6.57263098\left(\hat{\beta}_{0}\right)$ | $1.09071507\left(\hat{\beta}_{1}\right)$ | - | - | - | - |
| C (Equation (15)) | $5.72487482\left(\hat{\beta}_{0}\right)$ | $0.64094474\left(\hat{\beta}_{1}\right)$ | $-0.64908497\left(\hat{\beta}_{2}\right)$ | $-9.04444521\left(\hat{\beta}_{3}\right)$ | - | - |
| B (Equation (16)) | $-2.06868340\left(\hat{\beta}_{0}\right)$ | $0.68162016\left(\hat{\beta}_{1}\right)$ | $-0.00029245\left(\hat{\beta}_{2}\right)$ | - | - | - |
| C (Equation (17)) | $2.15124820\left(\hat{\beta}_{0}\right)$ | $0.29765454\left(\hat{\beta}_{1}\right)$ | $-0.22722466\left(\hat{\beta}_{2}\right)$ | - | - | - |
| H (Equation (18)) ZONE $=1 ;$ N. obliqua | $6.7715419\left(\hat{\beta}_{0}\right)$ | $0.73644933\left(\hat{\beta}_{1}\right)$ | $0.11208508\left(\hat{\beta}_{2}\right)$ | $-12.725946\left(\hat{\beta}_{3}\right)$ | $-0.000486763\left(\hat{\beta}_{4}\right)$ | $-0.001347591\left(\hat{\beta}_{5}\right)$ |
| H (Equation (18)) ZONE = 2; N. alpina | $1.3115909\left(\hat{\beta}_{0}\right)$ | $1.0537924\left(\hat{\beta}_{1}\right)$ | $-0.10914058\left(\hat{\beta}_{2}\right)$ | $-8.8583236\left(\hat{\beta}_{3}\right)$ | $-0.000960942\left(\hat{\beta}_{4}\right)$ | $-0.000293241\left(\hat{\beta}_{5}\right)$ |
| H (Equation (18)) ZONE $=2 ;$ N. obliqua | $3.7050934\left(\hat{\beta}_{0}\right)$ | $1.0382325\left(\hat{\beta}_{1}\right)$ | $-0.15871921\left(\hat{\beta}_{2}\right)$ | $-11.0617\left(\hat{\beta}_{3}\right)$ | $-0.00110801\left(\hat{\beta}_{4}\right)$ | $-0.000246154\left(\hat{\beta}_{5}\right)$ |
| H (Equation (18)) ZONE $=2 ;$ N. dombeyi | $5.9684005\left(\hat{\beta}_{0}\right)$ | $0.82622257\left(\hat{\beta}_{1}\right)$ | $-0.1466055\left(\hat{\beta}_{2}\right)$ | $-12.414283\left(\hat{\beta}_{3}\right)$ | $-0.00060517\left(\hat{\beta}_{4}\right)$ | $-0.00042353\left(\hat{\beta}_{5}\right)$ |
| H (Equation (18)) ZONE = 3; N. obliqua | $3.6338967\left(\hat{\beta}_{0}\right)$ | $0.90165108\left(\hat{\beta}_{1}\right)$ | $0.028996612\left(\hat{\beta}_{2}\right)$ | $-7.8153418\left(\hat{\beta}_{3}\right)$ | $-0.001041428\left(\hat{\beta}_{4}\right)$ | $-0.000434796\left(\hat{\beta}_{5}\right)$ |
| $\mathrm{H}($ Equation (18)) ZONE $=4 ;$ N. obliqua | $3.3075598\left(\hat{\beta}_{0}\right)$ | $1.1073476\left(\hat{\beta}_{1}\right)$ | $-0.27128971\left(\hat{\beta}_{2}\right)$ | $-9.2708338\left(\hat{\beta}_{3}\right)$ | $-0.001272233\left(\hat{\beta}_{4}\right)$ | $0.000243769\left(\hat{\beta}_{5}\right)$ |
| $\ln \left(\mathrm{d}_{\mathrm{j}}\right)($ Equation (19)) N. alpina | $0.043384101\left(\hat{\beta}_{0}\right)$ | $0.88657485\left(\hat{\beta}_{1}\right)$ | $0.004460521\left(\hat{\beta}_{2}\right)$ | $1.978196\left(\hat{\beta}_{3}\right)$ | $-0.40676847\left(\hat{\beta}_{4}\right)$ | $3.5081552\left(\hat{\beta}_{5}\right)$ |
|  | $-1.8417707\left(\hat{\beta}_{6}\right)$ | $0.19647175\left(\hat{\beta}_{7}\right)$ | $--$ | - | - | - |

## $*), \stackrel{* *}{* *}$ *

Table A1. Cont.

| Model | Est. 1 | Est. 2 | Est. 3 | Est. 4 | Est. 5 | Est. 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\ln \left(\mathrm{d}_{\mathrm{j}}\right)$ (Equation (19)) N. obliqua and companion species | $-0.22514226\left(\hat{\beta}_{0}\right)$ | 1.0584813 ( $\hat{\beta}_{1}$ ) | -0.005441275 ( $\hat{\beta}_{2}$ ) | $1.8758412\left(\hat{\beta}_{3}\right)$ | $-0.42940975\left(\hat{\beta}_{4}\right)$ | 3.8929903 ( $\hat{\beta}_{5}$ ) |
|  | $-2.0120877\left(\hat{\beta}_{6}\right)$ | $0.24514614\left(\hat{\beta}_{7}\right)$ | - | - | - | - |
| $\ln \left(\mathrm{d}_{\mathrm{j}}\right)($ Equation (19)) N. dombeyi | $0.14474418\left(\hat{\beta}_{0}\right)$ | $0.89155702\left(\hat{\beta}_{1}\right)$ | $0.000744165\left(\hat{\beta}_{2}\right)$ | $2.5911831\left(\hat{\beta}_{3}\right)$ | $-0.60212452\left(\hat{\beta}_{4}\right)$ | 5.7524968 ( $\hat{\beta}_{5}$ ) |
|  | $-2.9507866\left(\hat{\beta}_{6}\right)$ | $0.20273874\left(\hat{\beta}_{7}\right)$ | - | - | - | - |
| $\ln$ (AIDBH) (Equation (20)) | 2.4097492437 ( $\hat{\beta}_{0}$ ) | $-0.00706213\left(\hat{\beta}_{1}\right)$ | $0.0002745541\left(\hat{\beta}_{2}\right)$ | $0.904595898\left(\hat{\beta}_{3}\right)$ | $-1.138084180\left(\hat{\beta}_{4}\right)$ | $-0.133581195\left(\hat{\beta}_{5}\right)$ |
| $\mathrm{AGB}_{\text {N. alpina }}$ (Equation (25)) | $14.37562\left(\hat{\beta}_{0}\right)$ | $0.01885\left(\hat{\beta}_{1}\right)$ | $1.81388\left(\hat{\beta}_{2}\right)$ | $1.24022\left(\hat{\beta}_{3}\right)$ | - | - |
| $\mathrm{AGB}_{\text {N. obliqua }}$ (Equation (26)) | -26.9298 ( $\hat{\beta}_{0}$ ) | $0.34480\left(\hat{\beta}_{1}\right)$ | $1.97286\left(\hat{\beta}_{2}\right)$ | 0.19796 ( $\hat{\beta}_{3}$ ) | - | - |
| $\mathrm{AGB}_{\text {N. dombeyi }}$ (Equation (27)) | -3.85690 ( $\hat{\beta}_{0}$ ) | $-3.89926\left(\hat{\beta}_{1}\right)$ | $2.39620\left(\hat{\beta}_{2}\right)$ | - | - | - |
| $\mathrm{AGB}_{\text {companion }}$ (Equation (28)) | 0.2977 ( $\hat{\beta}_{0}$ ) | $2.1521\left(\hat{\beta}_{1}\right)$ | - | - | - | - |
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